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Abstract | This study examined the 
intersection of artificial intelligence (AI) 
and child sexual abuse (CSA), employing 
a rapid evidence assessment of research 
on the uses of AI for the prevention and 
disruption of CSA, and the ways in which 
AI is used in CSA offending. Research 
from January 2010 to March 2024 was 
reviewed, identifying 33 empirical 
studies. 

All studies that met inclusion criteria 
examined AI for CSA prevention and 
disruption—specifically, how technology 
can be used to detect or investigate 
child sexual abuse material or child 
sexual offenders. There were no 
studies examining the uses of AI 
in CSA offending. 

This paper describes the state of current 
research at the intersection of AI and 
CSA, and provides a gap map to guide 
future research.

Artificial intelligence and 
child sexual abuse: A rapid 
evidence assessment

Heather Wolbers, Timothy Cubitt and 
Michael John Cahill

Introduction
In recent years, the development of artificial intelligence (AI) has 
rapidly increased, with availability of this technology significantly 
expanding. Development of AI technologies has extended to 
the field of child sexual abuse (CSA), with the scope and scale 
of the problem—particularly online—becoming too great for 
manual human-led approaches to manage effectively. However, 
the use of AI in this field has extended beyond prevention. In 
early 2023, the US National Center for Missing and Exploited 
Children received reports of ‘fake’ child sexual abuse materials 
(CSAM) that offenders had produced with the assistance of 
generative AI tools (Murphy 2023). Similarly, Australia’s eSafety 
Commissioner has noted reports of children using AI to generate 
sexually explicit images of other children, suggesting that it was 
an indication of a more widespread issue (Long 2023).

This review considers the current state of research literature 
studying the use of AI in the field of CSA, focusing on studies 
investigating the use of AI for offending and the prevention and 
disruption of CSA.
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Artificial intelligence for child sexual abuse offending
According to media reports, surveys and academic reviews, AI technologies are increasingly playing 
diverse roles in the creation of CSAM, including fabrication (eg CSAM deepfakes), ‘nudifying’ pictures 
of clothed children, and manipulating images or videos to depict known or unknown children in 
sexually abusive scenarios (Milmo 2023; Okolie 2023). Existing CSAM has been used to train AI 
models, meaning offenders are using AI to produce new depictions of previously abused children. 
Further, reports indicate that offenders are using AI to alter photos from victims’ social media and 
other online posts and using these altered images to sexually extort the victims (Garriss & DeMarco 
2023). According to a survey of 1,040 people aged nine to 17 years in the United States, one in 10 
(11%) minors said they knew of cases where their peers had used AI to create sexually explicit images 
of other minors (Thorn 2024b).

The Internet Watch Foundation found that, in a single month, 20,254 AI-generated images were 
posted to a CSAM forum on the darknet (Internet Watch Foundation 2023). Concerns have been 
raised that the ability to generate CSAM using AI could support an increase in CSAM consumption. 
Growth in AI-generated CSAM creates significant challenges for law enforcement, who work to 
detect and prevent the distribution of CSAM online. Ultimately, increases in the volume of CSAM 
online may influence the ability to investigate CSA, as AI-generated can be indistinguishable from real 
CSAM (Theil, Stroebel & Portnoff 2023). The malicious use of AI technologies for the production of 
CSAM is growing and is likely to continue to grow without multi-sector intervention (Theil, Stroebel 
& Portnoff 2023).

Artificial intelligence for the prevention and disruption of child sexual abuse
As identified in academic research, there are a diverse range of cyber strategies used to combat 
online CSA (Edwards et al. 2021; Singh & Nambiar 2024). As the field of AI continues to develop, 
so too does the development of CSA disruption strategies that use AI. For example, published 
research has shown that AI could be used to identify suspicious financial transactions procuring CSA 
(eg Cubitt, Napier & Brown 2021; Henseler & de Wolf 2019) or aid in law enforcement investigations 
by examining CSAM (eg Brewer et al. 2023; Dalins et al. 2018; Westlake et al. 2022). AI technologies 
may ease the burden on law enforcement by reducing the risk of psychological harms among CSA 
investigators (Puentes et al. 2023), while increasing the capacity and timeliness of investigations. 
Further, AI technologies can have a much larger reach across online spaces than traditional methods 
of prevention and disruption.

While CSAM can be detected and removed across online spaces with hashes (ie unique digital 
fingerprints), this method is limited to known CSAM on platforms proactively using hashes, meaning 
there is limited efficacy and it cannot stop the upload and proliferation of undetected, new or edited 
content. AI has the potential to help address this challenge. For instance, Thorn has developed a 
machine learning tool to automatically detect, review and report CSAM at scale (Thorn 2024a). This 
tool is used to screen new content that gets uploaded to Flickr and other online platforms—a task 
too large for human moderation alone. Beyond detecting CSAM, AI has a range of potential uses for 
addressing CSA. These include conversation analysis, chatbots, honeypots and web crawlers, all of 
which show promise in combating CSA, albeit with some significant limitations (eg narrow scope or 
generalisability, privacy and legal concerns, and lack of robust evaluation; Singh & Nambiar 2024).
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Study aims
AI is the ability of a computer system to simulate human intelligence, such as learning, problem 
solving, reasoning and decision making—all with some level of autonomy (High-Level Expert Group 
on Artificial Intelligence 2019). There are several domains of AI, including machine learning (in 
which an algorithm is trained to learn patterns in existing data), computer vision (interpreting visual 
information), natural language processing (understanding and generating human language), and 
generative AI (creating original content). We considered the domains of AI to develop search criteria 
and identify literature examining AI and its intersection with CSA.

This study aims to establish current AI capabilities in relation to CSA, with the intention of identifying 
key areas of progress and gaps where further research is required. A rapid evidence assessment was 
conducted to address the following research questions:

	• What are the uses of AI as a part of CSA offending and what are the areas of future risk?

	• What are the uses of AI as a part of CSA prevention and disruption, and what are the areas of 
future potential?

	• What are the key gaps in current research that should be addressed?

Method
Search strategy
Rapid evidence assessments are accelerated systematic reviews of research undertaken 
in a restrictive time frame. This study draws on research published in English between January 2010 
and March 2024. Studies were excluded if they did not discuss AI in the context of CSA, include 
primary data (ie reviews or conceptual studies), explain the study’s methodology in sufficient detail 
(eg if they did not detail the data source, the sample or data management for analysis), or have 
a direct application to CSA. We excluded studies examining the use of AI in medical settings to detect 
CSA, as a systematic review was recently published on this topic, which identified seven studies that 
examined the use of AI for predicting child abuse and neglect using medical or protective service data 
(Lupariello et al. 2023). Of note, our search yielded seven studies from medical settings, all of which 
were excluded for secondary reasons (ie they did not focus on detection or prevention of CSA).

The Australian Institute of Criminology’s JV Barry Library searched 13 databases and relevant 
websites: the JV Barry Library catalogue, the Australian Institute of Criminology, EBSCO, ProQuest 
Criminal Justice, DeepDyve, arXiv.org, IEEE Xplore digital library, Office of the eSafety Commissioner, 
International Centre for Missing and Exploited Children, National Center for Missing and Exploited 
Children, Australian Centre to Counter Child Exploitation, Thorn and Google Scholar.
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The search terms used combined keywords from three categories capturing AI and its relevant 
sub‑domains, child sexual abuse, and specifying the group of concern to be individuals under 18 years 
of age:

	• Artificial intelligence (“machine learning” OR “artificial intelligence” OR algorithm* OR “deep 
learning” OR “unsupervised learning” OR “reinforcement learning” OR “generative artificial 
intelligence” OR “natural language processing” OR “computer vision” OR chatbot OR “image 
classification” OR “object detection” OR “augmented reality” OR “big data” OR “neural network”);

	• Child sexual abuse (“child sexual abuse” OR CSAM OR CSEM OR “child abuse material” OR “live 
streaming” OR “child exploitation” OR “child sexual abuse material” OR “child exploitation 
material” OR “image-based sexual abuse” OR “image-based abuse” OR “technology-facilitated 
sexual violence” OR online “sexual exploitation of children” OR “child pornography” OR “indecent 
images of children” OR grooming); and

	• Child (child OR children OR “young person” OR “young people” OR adolescent OR teenage* OR 
youth OR minor OR “young adult”).

Screening process
The rapid evidence search yielded 980 records. Five additional studies were identified through wider 
reading, resulting in identification of an initial 985 records. Titles and abstracts were screened to 
exclude irrelevant studies (n=709). This screening yielded 276 records, of which 52 were identified as 
duplicates and removed. The remaining 224 sources were assessed for eligibility against the selection 
criteria with full-text screening, and 191 were excluded because they did not meet the selection 
criteria. In total, the search yielded 33 sources providing primary information on the role of AI in 
relation to CSA (see Figure 1). 

Figure 1: Literature screening process
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Limitations
Rapid evidence assessments do not provide the same exhaustive depth or detail as a full systematic 
review (Ganann, Ciliska & Thomas 2010). Databases that yielded a large number of hits were not 
searched in full. Rather, the first several hundred items returned by the search were screened, 
meaning that the most relevant sources were captured. However, search results were not screened 
exhaustively. Given that search results were presented in order of relevance to the search terms used, 
the number of sources missed by using this methodology is likely limited.

Results
Study characteristics
Research at the intersection of AI and CSA was identified from Europe (n=11), South America 
(n=8), North America (n=6), Australia (n=5), Asia (n=2) and Africa (n=1). Identified research was 
published between 2011 to 2024, with a notable increase from 2020 onward. Two-thirds were 
peer reviewed (n=22). Non-peer reviewed sources included conference papers (n=9) or pre-prints 
(n=2). While research primarily relied on data from cases of CSA (ie CSAM files, or information 
on convicted CSA offenders), five studies used data on suspected rather than proven child sexual 
exploitation (eg reports to a hotline, risky online conversations). Five studies relied on interactions 
between suspected or known offenders and adults posing as children, and two relied on peripheral 
datasets using semi-nude non-sexual images of children and a database of faces for age estimation. 
The majority of included studies explained how their AI model was trained (n=28), with five using 
unsupervised modelling approaches. All identified research examined uses of AI for the prevention, 
disruption, detection or investigation of CSA, with no studies examining the uses of AI to perpetrate 
CSA. As reports of malicious use of AI to perpetrate CSA only began to emerge recently (Long 2023; 
Murphy 2023), it seems unlikely that enough time has passed for empirical research to have been 
produced on this subject matter. 
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Figure 2: Characteristics of included studies (n=33)
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Quality of evidence regarding efficacy of artificial intelligence in the context 
of child sexual abuse
Among the 33 reviewed studies, 28 attempted to evaluate the discussed AI tool—typically 
considering accuracy, precision, recall or another metric specific to the intended goal. When a tool 
was evaluated, the employed metrics and study aims were diverse, meaning cross-study comparisons 
of efficacy were not possible. Additionally, the data or sample used for testing—particularly when the 
data were synthetically produced, or relied on a small or non-generalisable sample—raised questions 
about how well the model would translate to a real-world setting. Only a minority of studies tested 
the tool in a real-world or near real-world setting (Brewer et al. 2023; Dalins et al. 2018; Guerra & 
Westlake 2021; Jin et al. 2024; Ngo et al. 2024; Peersman et al. 2016; Westlake et al. 2022). Due 
to these limitations, any findings regarding efficacy for each included study should be interpreted 
with some caution. For example, while a tool may demonstrate a high level of efficacy, this does not 
necessarily mean the tool would perform well if applied in the real world.
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Artificial intelligence and child sexual abuse
Table 1 presents a summary of the AI tools discussed in published literature. These included tools 
used for detection, examination or investigation of CSAM or child sexual offenders online.

Table 1: Summary of how artificial intelligence is used in the context of child sexual abuse in the 
studies reviewed
Intention of the 
tool Approach used

Detect CSAM
Detect CSAM on personal computers using file names and file paths (2, 22, 23)

Detect CSAM using a combination of tools such as pornography detection, age estimation, 
skin tone/nudity identifier (8, 9, 16, 21, 22, 24, 25, 29, 32)

Aid in the 
investigation of 
CSAM

Separate CSAM into discrete categories by type (8, 15)

Determine the age of children in CSAM (11)

Match victims and offenders across CSAM videos using facial and voice recognition (4, 33)

Identify patterns in the locations and folder or file naming practices of websites with 
CSAM (12)

Detect online 
child sexual 
offenders

Analyse the language used in online conversations to identify threats to children (1, 3, 5, 
13, 17, 26, 30)

Analyse conversations between children and offenders to identify whether offenders 
intend to contact offend or not (31)

Distinguish real children from adults pretending to be children in chat rooms (17)

Using a chatbot to interact with suspects and profile their interest in CSAM (18, 27)

Scrape hashtags and images from tweets in real time to detect suspected human 
trafficking of minors (10)

Aid in 
understanding 
online child 
sexual offenders

Crawl the darknet to collect data on the behaviours of child sexual offenders who access 
and participate on dark websites (14)

Analyse posts about CSAM and associated metadata to understand the characteristics, 
behaviours and motivations of CSAM creators (20)

Understand the characteristics and typologies of offenders who live stream CSA (6, 7)

Detect other files shared online by individuals who have shared known CSAM files (22)

Other Analyse text-based reports of child sexual abuse (25)
Note: 1—Agarwal et al. 2022; 2—Al-Nabki et al. 2023; 3—Anderson et al. 2019; 4—Brewer et al. 2023; 5—Cardei & Rebedea 2017; 6—Cubitt, Napier & Brown 
2021; 7—Cubitt, Napier & Brown 2023; 8—Dalins et al. 2018; 9—Gangwar et al. 2021; 10—Granizo et al. 2020; 11—Grubl & Lallie 2022; 12—Guerra & Westlake 
2021; 13—Isaza et al. 2022; 14—Jin et al. 2024; 15—Laranjeira et al. 2022; 16—Macedo, Costa & dos Santos 2018; 17—Meyer 2015; 18—Murcia Triviño et al. 
2019; 19—Ngejane et al. 2021; 20—Ngo et al. 2024; 21—Oronowicz-Jaśkowiak et al. 2024; 22—Peersman et al. 2016; 23—Pereira et al. 2021; 24—Polastro & 
Eleuterio 2012; 25—Puentes et al. 2023; 26—Razi et al. 2023; 27—Rodríguez et al. 2020; 28—Rondeau et al. 2022; 29—Sae-Bae et al. 2014; 30—Seedall, 
MacFarlane & Holmes 2019; 31—Seigfried-Spellar et al. 2019; 32—Ulges & Stahl 2011; 33—Westlake et al. 2022
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Artificial intelligence for detecting and investigating child sexual abuse material

The most common use of AI in the identified research was to detect CSAM. The primary intention 
of the AI tools studied was to reduce the burden of manual processing of CSAM by investigators, 
thereby mitigating mental health impacts, while reducing the time needed to identify CSAM among 
very large datasets. Tools designed to detect CSAM tended to combine age identifiers (Dalins et 
al. 2018; Gangwar et al. 2021; Macedo, Costa & dos Santos 2018; Rondeau et al. 2022; Sae-Bae 
et al. 2014), with skin tone, nudity or pornography detectors (Dalins et al. 2018; Gangwar et al. 
2021; Laranjeira et al. 2022; Macedo, Costa & dos Santos 2018; Oronowicz-Jaśkowiak et al. 2024; 
Peersman et al. 2016; Polastro & Eleuterio 2012; Rondeau et al. 2022; Sae-Bae et al. 2014).

Other models detected CSAM by analysing the words used to describe the picture (Peersman et al. 
2016; Ulges & Stahl 2011) or language embedded in audio (Peersman et al. 2016). Three studies 
discussed tools that analyse file names or file paths to estimate the likelihood of them containing 
CSAM (Al-Nabki et al. 2023; Peersman et al. 2016; Pereira et al. 2021). Importantly, tools were 
frequently designed to be implemented in a specific setting, such as on peer-to-peer networking 
websites (eg Peersman et al. 2016) or on a personal computer or device (eg Polastro & Eleuterio 
2012). Many of these studies used authentic CSA data sources and reported that the tool of 
focus performed well at completing the intended task (Al-Nabki et al. 2023; Gangwar et al. 2021; 
Oronowicz-Jaśkowiak et al. 2024; Peersman et al. 2016; Pereira et al. 2021; Polastro & Eleuterio 
2012). However, others showed limited efficacy (Dalins et al. 2018; Puentes et al. 2023; Ulges & 
Stahl 2011).

Notably, Peersman and colleagues (2016) described a toolkit that performed multiple functions. 
While designed primarily to detect CSAM on peer-to-peer networks by analysing filenames, images 
and audio, the tool also flagged files shared by individuals who have shared known CSAM. This tool 
was evaluated using real-world CSA case data, demonstrating usefulness in law enforcement settings 
and considerable accuracy in detecting CSAM when combining filename and image classification.

Beyond the detection of CSAM, several studies discussed uses of AI to assist investigations in 
other ways. One study aimed to categorise the content of CSAM to aid with triaging (eg solo, 
non‑penetrative, penetrative; Dalins et al. 2018), while another extracted features and labels of CSAM 
to describe the content without it ever being viewed (Laranjeira et al. 2022). Another important use 
was to extract and match the biometric features of victims and perpetrators shown in CSAM, allowing 
for a rapid detection of media associated with an investigation and the identification of links between 
files (Brewer et al. 2023; Westlake et al. 2022). Finally, a web crawler was designed to find patterns 
in the locations and CSAM naming conventions of websites with known CSAM (Guerra & Westlake 
2021). Three of these studies tested the performance of the AI tool (Dalins et al. 2018; Laranjeira 
et al. 2022; Westlake et al. 2022), and just one demonstrated strong results. Specifically, Westlake 
and colleagues (2022) were able to identify and match victims and offenders across a test sample 
of authentic CSAM files with a high true match rate (between 93.8% and 98.8%) and a low false 
match rate (between 1.0% and 5.0%).
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Artificial intelligence for detecting and understanding child sexual abuse offenders

Two studies described a tool designed to initiate and hold conversations with potential online 
CSA offenders (ie a chatbot; Murcia Triviño et al. 2019; Rodríguez et al. 2020). This chatbot used 
generative and rule-based models to produce conversational posts and replies. Based on these 
interactions, the tool then described each suspect’s behaviour, classifying their disposition towards 
online child sexual offending as indifferent, interested or perverted. The efficacy of this classification 
was not numerically measured.

Several studies described AI methods designed to understand child sexual offenders through their 
online behaviours. A tool produced by Granizo and colleagues (2020) scraped posts from X (formerly 
Twitter) in real time to identify suspected cases of child trafficking. This tool demonstrated some 
efficacy at recognising the gender and age of individuals depicted in images by analysing their faces 
or torso.

Two studies discussed tools operating on the darknet. The first study discussed a web crawler that 
collected data on darknet ecosystems, detecting relevant content and providing information designed 
to reduce the anonymity of perpetrators, such as links to the surface web that may be used to 
trace darknet operators (Jin et al. 2024). Similarly, a tool developed by Ngo and colleagues (2024) 
processed CSAM discussions on the darknet and provided insights into the characteristics, behaviours 
and motivation of CSAM creators. Both tools performed well in identifying the content of interest and 
were able to reveal meaningful information about online offending environments and offenders.

Peersman and colleagues (2016) described a model to detect other online files shared by those 
known to distribute CSAM online, while two studies used machine learning to analyse the 
characteristics and offending history of individuals who live streamed CSA (Cubitt, Napier & Brown 
2023, 2021). In the 2021 study, the model had notable success in identifying individuals who would 
engage in prolific live streaming of CSA, successfully classifying more than 80 percent of cases 
(AUROC=0.85; Cubitt, Napier & Brown 2021).

Other uses of artificial intelligence in the context of child sexual abuse

One final tool used a large language model to identify the subject, degree of criminality, and level of 
impact relating to reports of CSA to a hotline (Puentes et al. 2023). Using this method, the authors 
aimed to automate the analysis of CSA reports, consequently expediting the process while reducing 
the exposure of analysts to potentially harmful content. The authors concluded that the approach 
was an appropriate starting point, but the efficacy was limited.
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Evidence and gap map
We constructed an evidence and gap map plotting the most common analytical domains of AI that 
were reported, and how they were used in the context of CSA (Figure 3). Importantly, these do not 
represent all possible AI capabilities and uses in the context of CSA. The analytical procedure and 
intended use categories broadly capture the most common AI capabilities and uses outlined in the 
research, but the figure does not critique the quality of evidence or efficacy of the AI technologies 
discussed. Dots on the graph show where the analytical approach and the intended uses intersect, 
with the size of the dot reflecting the number of studies. Intersections without dots indicate an 
absence of evidence, highlighting areas requiring further research.

The evidence and gap map highlighted a significant gap in evidence relating to how AI is used in 
the perpetration of child sexual offending, with no literature returned in this search. The two most 
developed areas of research focused on analysis of media (images, audio and videos) to detect CSAM, 
and text analysis to detect child sexual offenders.

Figure 3: Evidence and gap map for research on the uses of artificial intelligence in the context 
of child sexual abuse
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Discussion
At the time of this review, research has examined AI tools used to detect CSAM or CSA offenders, 
to aid with investigations, and to improve our understanding of online environments where CSA 
is produced and shared. The two most common uses of AI were analysing images, audio or video 
to detect CSAM without requiring humans to view the content, and language processing to detect 
child sexual offenders through online conversations. Of note, several of the tools described undertook 
more than one task. For example, some tools were designed to both detect and categorise CSAM 
(Dalins et al. 2018), to detect CSAM by classifying media content and separately the text of file names 
(Peersman et al. 2016), or to consider both text and images simultaneously (Granizo et al. 2020).

The introduction of AI technologies in place of human decision-making offers important opportunities 
(Singh & Nambiar 2024). Benefits include automatically classifying CSAM images and improving 
the efficiency of detection or classification of images and videos when large volumes of data 
are obtained. These functions have the potential to reduce the risk of psychological harm to 
investigators. The automated nature of these tools is particularly important given the demands 
placed on law enforcement by the recent dramatic growth in CSAM production and sharing. 
The rate of online sharing and viewing of CSAM is currently beyond manual human detection and 
intervention. Ultimately, this may mean that a human response alone is not an adequate solution 
to this increasingly AI driven problem, and opportunities to integrate AI technology into existing CSA 
prevention strategies should be explored.

Directions for research
The principal gap in research identified by this review was the use of AI for CSA offending. Further, 
the studies examined indicated that several of the AI technologies proposed for the prevention or 
disruption of CSA were not fit for purpose in their current form or did not have sufficient evidence 
to support their efficacy in a real-world setting. Figure 4 provides a summary of important areas for 
future research at the intersection of AI and CSA, informed by the evidence and gap map in Figure 3.
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Figure 4: Summary of future research required on artificial intelligence technologies in the 
context of child sexual abuse

Research into the ways that AI is used to commit CSA offences and evade detection, including 
but not limited to the aggregation and generation of CSAM

Improving and evaluating existing AI technologies to ensure they are fit for purpose for those 
who will implement them

Develop nuanced and appropriate ways to test and implement AI technologies in real-world 
settings—including the development of ethically sourced datasets that could allow for the 
training and testing of AI tools

Continue to build knowledge on CSA and child sexual offender behaviours and characteristics, 
to inform effective targeting of newly developed AI technologies

Continued innovation of AI technologies and translation to use for the prevention and 
disruption of CSA

Interdisciplinary collaboration in the development of AI technologies with a focus on applied 
use in regulatory and law enforcement settings

While there is evidence that AI is being used in the process of child sexual offending, particularly 
CSAM offending, a trend that appears to be expanding (Internet Watch Foundation 2023), there 
were no identified studies investigating the nature and scope of AI use among offenders. Anecdotal 
evidence suggests AI is being used to generate deepfake CSAM or could automate cyber-grooming 
(Butler 2023; Internet Watch Foundation 2023). However, there is limited understanding in the 
research literature of the scope of this problem or emerging uses of AI for malicious purposes. 
It is important to implement methods to deter the use of AI for illicit activities. Research should 
continue to explore the uses of AI among child sexual offenders to better understand the risks 
posed and ways to address these risks.

While there was a sizable amount of research on the development of AI technologies for CSA 
prevention and disruption, the research evaluating the efficacy of these models, or how they 
performed in real-world settings, was limited. It is important to note that tools should only be 
implemented after their performance has been evaluated. This evaluation should measure the tool’s 
effectiveness (eg accuracy, reliability, specificity), as well as its application (ie whether potential 
users, such as law enforcement, can employ it and find it helpful). It may also be helpful to measure 
performance with different data sources or for different tasks, to clarify where models perform well 
and where they do not.
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However, the adoption of AI technology alone for CSA prevention and disruption is unlikely to be a 
comprehensive solution for either CSA in general or AI produced CSAM. Tech-solutionism, in which 
technology is implemented as a standalone method of solving a given issue, is often criticised for 
oversimplifying complex problems, failing to address root causes, and leading to unforeseen negative 
consequences. Additionally, there are reasonable concerns regarding the use of AI prevention 
methods without supervision or validation by humans. If AI technology were to be found suitable for 
use, it should not be adopted at the expense of broader approaches to tackling CSA. Rather, it should 
be implemented as just one tactic among many to reduce the volume and impact of CSA. Detection 
and prevention approaches, when featuring AI, should continue to be transparent, should feature a 
degree of human supervision and should be considered part of a suite of complementary approaches 
to address CSA, rather than a standalone solution.

Developing and testing AI technologies in the context of CSA prevention may require the use of 
authentic CSA data sources that reflect real-world settings—for example, CSAM, offender chat logs 
and police case reports. Of course, there are important ethical and practical implications when 
building and accessing such data sources. It is appropriate that access to these data are tightly 
controlled; however, the difficulty accessing data is a significant barrier to assessing whether these 
AI tools may be useful and implementable. Progress in the field of AI for CSA prevention may 
therefore require consideration of how researchers can reliably evaluate the efficacy of their tool 
using appropriate datasets, under agreed upon conditions for access. Additionally, AI models could be 
advanced by improving knowledge of child sexual offender behaviour (Singh & Nambiar 2024).

AI technology will continue to develop rapidly. While caution should be exercised in implementing 
these models, innovative approaches to addressing CSA should be encouraged. Each of the directions 
suggested for future research would substantially benefit from interdisciplinary collaboration, 
particularly featuring the stakeholders who would ultimately use the technology.

Conclusion
The research literature has, to date, detailed a range of AI technologies developed with the aim 
of preventing or disrupting CSA—most commonly, those that detect CSAM or online child sexual 
offenders. The use of AI to address CSA is an emerging field, and while the evidence for the efficacy 
of AI technology in this context is limited, the field is moving and developing rapidly. Ultimately, with 
AI supported CSA offending becoming more widely reported, interest in AI approaches to prevent 
CSA is likely to grow. This review has emphasised the potential for AI technologies to identify, prevent 
and disrupt CSA. These technologies offer many advantages but must undergo strict evaluation and 
safety testing and adhere to ethical protocols before being considered for adoption to complement 
existing strategies.
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